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Analysis of Handoff Interference and Outage along
Arbitrary Trajectories in Cellular Networks
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Abstract— We introduce a new system performance measure
due to handoff called handoff interference, which characterizes the
additional interference noise induced by the handoff process. The
handoff interference experienced by a mobile unit is determined
by the parameters of the handoff algorithm. We present an exact
analysis of the handoff interference and the outage probability
and develop a discrete-time method to efficiently and accurately
compute these performance metrics along arbitrary trajectories
in a cellular network. Our numerical results reveal critical
tradeoffs among the critical handoff performance metrics, which
should be taken into account in dimensioning the handoff pa-
rameters to optimize system performance. We discuss an example
handoff design problem, which illustrates how to dimension the
handoff parameters to optimize this tradeoff using the proposed
handoff analysis.

Index Terms— Cellular systems, communication system per-
formance, communication system design, handoff algorithms,
system outage, radio propagation, discrete-time systems.

I. INTRODUCTION

THIRD and fourth generation wireless networks are being
designed to provide higher bandwidth and more seamless

connectivity to mobile users [2]–[4]. Handoffs occur whenever
a mobile station moves from the coverage area of one access
point or base station, to another. The most common handoff
scenario is a mobile station crossing the boundary between two
neighboring cells in a cellular system. As wireless networks
become more heterogeneous, handoffs between different types
of networks will become more prevalent. For example, a cell
phone user might take advantage of a local IEEE 802.11 access
point for a VoIP call, file transfer, and video-conferencing [5]–
[7]. When the user moves out of range of the access point,
a handoff to a 3G cellular system might be necessary to
complete the transaction seamlessly. The handoff behavior of
mobile users in such networks has a critical impact on the
overall system performance. However, the effect of handoff on
system capacity is not as well understood as other aspects of
cellular systems, such as equalization, modulation, and coding.
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Most studies of handoff performance deal with simplified
scenarios, which may not fully characterize the overall per-
formance of the network [8]–[11]. Handoff performance is
typically quantified in terms of assignment probability and
handoff probability at each point along a trajectory taken
by a given mobile station (MS). The assignment probability
to a base station BSi at time k, denoted by Pi[k], is the
probability that an MS moving along a given trajectory is
assigned to BSi at time k. The handoff probability from BSi

to BSj at time k, denoted by Pij [k], is the probability that
the MS will be handed off from BSi to BSj at time k. We
remark that the handoff and assignment probabilities depend
on the particular trajectory taken by the MS. The authors
in [8] present different aspects of handoff and discuss handoff-
related features of cellular systems. In [9], an approximate
model is developed for evaluating the performance of handoff
algorithms based on relative signal strength measurements.
This model was extended in [10] by taking into account the
absolute signal strength from the current base station (BS) to
reduce unnecessary handoffs. In [11], a discrete-time approach
is introduced to analyze the handoff performance based on
processed relative signal strength measurements. In contrast
to the results in [9], [10], exact analytical expressions are
derived for the handoff probabilities, which do not involve
approximations.

Handoff performance is typically analyzed for a MS moving
at constant speed along the canonical straight-line trajectory
connecting one base station to another. Handoff performance
along such a trajectory is often quantified in terms of metrics
such as the mean number of handoffs and the crossover
point [9]–[11]. The crossover point is defined as the point
along the straight-line trajectory between two base stations,
say from BSi to BSj , at which the probability of assignment
to BSi drops below 0.5. Ideally, the crossover point should
be located halfway between BSi and BSj . However, the ideal
situation can only be achieved when no hysteresis or averaging
is used in the handoff algorithm. But hysteresis and averaging
are necessary to avoid the ping-pong effect in handoff. Thus,
the crossover point is a measure of the cell coverage area or the
handoff delay incurred by practical handoff algorithms with
hysteresis [12], [13]. In dimensioning the handoff algorithm,
a tradeoff exists between the mean number of handoffs and
the crossover point: a smaller mean number of handoffs
corresponds to a larger crossover point. This tradeoff factors
into the proper dimensioning of the handoff algorithm.

In practice, an MS may move along an arbitrary trajectory
within the coverage area of the network. To characterize
the overall performance of the network, it is important to
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consider more basic handoff metrics that pertain to arbitrary
mobile trajectories. For example, handoff and assignment
probabilities may be defined at each handoff decision instant
along any given trajectory. The mean number of handoffs
and crossover point along any given trajectory can be derived
from the handoff probabilities and assignment probabilities,
respectively.

The outage probability, i.e., the fraction of time that the
received power from current BS falls below the required
threshold, is another important performance metric that can
be defined at each handoff decision instant [14]–[16]. In [14],
approximations for the outage probabilities of both hard and
soft handoff algorithms are derived through fade margins
and the reverse link capacity is investigated through relative
interference. In [15], [16], approximations for the outage
probability and fade margins are derived based on a model for
hard handoff with hysteresis in a two-cell system. The studies
of outage behavior in [14]–[16] consider the outage probability
only at the stationary midpoint of the canonical straight-line
trajectory, which corresponds to a point on an imaginary ideal
cell boundary. However, in reality, the midpoint usually does
not correspond to the crossover point. Identifying the midpoint
with the crossover point leads to an inaccurate assessment of
outage behavior.

In this paper, we introduce a new system performance
measure called handoff interference, which characterizes at
each handoff decision instant along an arbitrary trajectory,
the additional interference noise induced by the handoff
process. Previous works related to handoff have ignored the
impact of the interference induced by the handoff process.
By introducing handoff interference, the important tradeoff
between seamless connectivity (i.e., number of handoffs) and
the interference associated with handoff can be taken into
account. Using the discrete-time approach for handoff analysis
discussed in [11], [17], we develop an exact method to
compute the handoff interference along arbitrary trajectories.
We also derive exact expressions for computing the outage
probabilities along an arbitrary trajectory, in contrast to [14]–
[16]. Our numerical results reveal critical tradeoffs among
the obtained performance metrics, which should be taken into
account in dimensioning the handoff parameters to optimize
system performance.

To characterize handoff performance for arbitrary trajecto-
ries in a cellular network, we approximate a general path by
a piecewise linear path within a reduced geometric structure
derived from the cellular network geometry. In this way, we
can obtain a concise characterization of handoff performance
over a wide range of mobile trajectories in the network. This
characterization provides a measure of the overall signaling
load incurred by the handoff algorithm.

The remainder of the paper is organized as follows. Sec-
tion II describes the basic system model and results from
the discrete-time hard handoff analysis of [11]. Section III
introduces the handoff interference metric and develops a
numerical procedure for computing this metric. Section IV
develops an analysis of outage probabilities along a given tra-
jectory. Section V introduces a methodology for characterizing
handoff performance over a wide range of mobile trajectories
in a cellular network. Section VI presents numerical results

of handoff performance obtained using our approach and
discusses the application of handoff interference and outage
analysis to a handoff design problem. Finally, the paper is
concluded in Section VII.

II. SYSTEM MODEL AND DISCRETE-TIME HANDOFF

ANALYSIS

A. Signal Strength Model

The cellular network consists of a set, C, of base stations
deployed in a coverage area. The MS makes handoff decisions
based on measurements of the pilot signal strength received
from the two nearest base stations, BSi and BSj . Our analysis
of handoff performance is based on a discrete-time model
for the signal strength measurements. In the discrete-time
model, the mobile unit samples the pilot signal strengths at
time instants tk = kts, where ts is the sampling interval.
The distance between successive sampling positions of the
mobile is denoted by ds = vts. The discrete-time model
captures the handoff behavior of an MS more accurately
than its continuous-time counterpart since all signal strength
measurements are sampled.

In discrete-time, the measured pilot signal strength Yi[k]
from base station BSi under the standard lognormal fading
model can be expressed in dB as [11], [18]:

Yi[k] = mi[k] + Wi[k] + Zi[k], (1)

where mi[k], Wi[k], and Zi[k] represent the path loss, shad-
owing, and fast fading components, respectively1. The path
loss component mi[k] is given by

mi[k] = κ1 − κ2 log(||r(tk) − bi(tk)||), (2)

where the values of the constants κ1 and κ2 depend on the
mobile environment, with κ1 = 0 and κ2 = 30 dB being
typical values in an urban setting [14], [19]. The parameter
κ1 captures the pilot signal strength, the antenna gains, and
other constants that pertain to the signal propagation effects.
Here, r(tk) and bi(tk) are the position vectors at time k for the
MS and the BSi, respectively. The processes {Wi[k]}, i ∈ C,
are independent2, zero-mean, stationary Gaussian processes
characterized by an autocorrelation function given by [13],
[18]

RWi
(m) = σ2

Wi
exp

(−|m|ds

d0

)
. (3)

To eliminate the fast fading component Zi[k], the received
signal strength Yi[k] is processed by an exponential smoothing
window given by

fav[k] =
1

dav
exp

(−kds

dav

)
=

bk

dav
, k ≥ 0, (4)

where b � exp (−ds/dav), and dav determines the effective
window size of the exponential averaging filter. Hence, the
processed pilot signal strength from base station BSi is ob-
tained as follows:

Xi[k] = fav[k] ∗ Yi[k], k ≥ 0, (5)

1The BS transmit signal strength is normalized to 0 dB.
2If necessary, cross-correlation between received signal strengths can easily

be incorporated into the model.
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where ∗ denotes discrete-time convolution. It can be
shown [11] that {Xi[k]} is a second-order autoregressive (AR)
process.

B. Handoff Analysis

An important class of handoff algorithms operates on the
basis of the relative processed signal strength between two
candidate base stations BSi and BSj [9]–[11]. The relative
processed signal strength between base stations BSi and BSj

is denoted by X[k] � Xi[k]−Xj [k]. A handoff of the mobile
user from base station BSi to base station BSj occurs when the
relative processed signal strength falls below the value −hj .
Conversely, a handoff from base station BSj to base station
BSi occurs when X[k] exceeds the value hi. The values hi

and hj are known as the hysteresis levels associated with base
stations BSi and BSj , respectively.

In [11], handoff behavior is characterized in terms of the
regions to which the relative signal strength is assigned at
each value of the discrete-time parameter k. We define three
assignment regions, which are intervals of the real-line:

I � [hi,∞), J � (−∞,−hj ],H � (−hj , hi).

The assignment regions at system initialization time are de-
fined as I0 � [0,∞) and J0 � (−∞, 0).

For conventional handoff, the mobile will be assigned to
base station i if X[k] ∈ I or if X[l] ∈ I for some l < k and
X[m] ∈ H for l < m ≤ k. Let X[k\r] denote the sequence
consisting of the r most recent values of {X[k]} up to and
including time k, where 1 ≤ r ≤ k + 1:

X[k\r] � (X[k−r+1],X[k−r+2], · · ·X[k]). (6)

With respect to handoff behavior, a sequence X[k\r] can be
represented equivalently by a string of length k defined over
the alphabet A � {I0, I, J0, J,H}.

We shall use the notation Hr to denote a string consisting
of the symbol H repeated r times. When k = 0, X[k] falls
in either region I0 or region J0. At any time k ≥ 1, X[k]
falls in exactly one of the three assignment regions I , J , and
H . Cell assignment of an MS along a given trajectory can be
characterized as follows: for k ≥ 1, if the MS is assigned to
BSi at time k − 1, a handoff to cell j occurs at time k if and
only if X[k] ∈ J . Conversely, if the MS is assigned to BSj

at time k − 1, a handoff to cell i occurs at time k if and only
if X[k] ∈ I .

Let Ei[k] denote the event that the mobile is assigned to
base station BSi at time k. We refer to Ei[k] as the cell
i assignment event at time k. We can express the assign-
ment event, Ei[k], as a disjoint union of more elementary
events3 [11]:

Ei[k] = {X[k\k+1] ∈ I0H
k} �

k⊔
r=1

{X[k\r] ∈ IHr−1}. (7)

Similarly, we can express the assignment event to base station
BSj , denoted by Ej [k], as in (7) by replacing I0 and I with J0

and J , respectively. Let Eij [k] denote the event that a handoff

3When sets A and B are disjoint we denote their union by A
⊔

B to
emphasize this property.

from BSi to BSj occurs at time k. Then the handoff event can
be expressed as follows:

Eij [k]= {X[k\k+1] ∈ I0H
k−1J}�

k⊔
r=1

{X[k\r] ∈ IHr−2J}.
(8)

In [11], a recursive procedure is developed to compute the
assignment and handoff probabilities for hysteresis-based hard
handoff algorithms. The recursive procedure is specified in
terms of a sequence of bivariate functions defined below:

g1(x0, x1) � f1(x0, x1),

g2(x1, x2) �
∫

I0

g1(x0, x1)f2(x2|x0, x1)dx0,

gk(xk−1, xk)�
∫

I

fk−1(xk−2, xk−1)fk(xk|xk−2, xk−1)dxk−2

+
∫

H

gk−1(xk−2, xk−1)fk(xk|xk−2, xk−1)dxk−2,

for k ≥ 3. Here, fk(xk−1, xk) denotes the joint density of
{X[k − 1],X[k]} and fk(xk|xk−2, xk−1) is the conditional
density of X[k] given {X[k − 1] = xk−1} and {X[k − 2] =
xk−2}. Both densities are Gaussian. The bivariate functions gk

are introduced as a mathematical device to simplify the calcu-
lation of handoff and assignment probabilities. The function
g1(x0, x1) is simply the joint pdf of X0 and X1. The function
g2(x1, x2) is the joint density of X1 and X2 such that X0 falls
in region I0. For k ≥ 2, gk(xk−1, xk) defines a joint density
of Xk−1 and Xk such that the path history of X0, · · · ,Xk−2

does not result in a handoff from BSi to BSj at time k − 2.
We introduce the notation

pk(S) � Pr{X[k\|S|] ∈ S}, (9)

where S is a string of symbols on the assignment alphabet A
with length denoted by |S|. The probability of assignment to
BSi, defined by Pi[k] � Pr(Ei[k]), can be computed as4:

Pi[k] = pk(I) + pk(IH) +
∫∫

HH

gk(xk−1, xk)dx[k\2], (10)

for k ≥ 2, with the initial conditions

Pi[1] = p1(I) + p1(I0H) and Pi[0] = p0(I0).

Similarly, the handoff probability from BSi to BSj , defined
by Pij [k] � Pr(Eij [k]), can be expressed in terms of the
functions gk as follows:

Pij [k] = pk(IJ) +
∫∫

HJ

gk(xk−1, xk)dx[k\2], (11)

for k ≥ 2, with the initial condition Pij [1] = p1(I0J).
From the above handoff probabilities, the mean number of

handoffs, N ho, that occur as the mobile moves along a given
trajectory, is given by

N ho =
K∑

k=1

(Pij [k] + Pji[k]),

where K is the total number of sampling intervals for a mobile
moving along a given trajectory. In Sections IV and III, we will

4See Appendix A for an explanation of the compact notation used for
integrals.
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present exact recursive algorithms for computing the outage
probability and handoff interference, respectively, in terms of
the functions gk.

III. HANDOFF INTERFERENCE

A. Definition of Handoff Interference

As mentioned in the previous section, a handoff of the
MS from base station BSi to BSj occurs when the relative
processed signal strength X[k] falls below the hysteresis level
−hj , and a handoff from BSj to BSi occurs when X[k]
exceeds the hysteresis level hi. The mobile is assigned to base
station BSi at time k if X[k] ∈ I or if X[l] ∈ I for some l < k
and X[j] ∈ H for l < j ≤ k.

The pilot signal strength received by an MS while perform-
ing a handoff between BSi and BSj can be expressed as

C[k] = B[k] + Gi[k] + Gj [k],

where

B[k] = max(Yi[k], Yj [k]),
Gi[k] = 1Ei[k] · [Y [k]]−, Gj [k] = 1Ej [k] · [−Y [k]]−, (12)

and Y [k] � Yi[k] − Yj [k]. Here, we use the notation 1A

to denote the indicator function on the set A and [x]− �
min{0, x}. Also, Ei[k] and Ej [k] denote the events that the
MS is assigned to BSi and BSj , respectively (cf. (7)). Note
that Gi[k] ≤ 0 and Gj [k] ≤ 0. Furthermore, at each time k,
either Gi[k] = 0 or Gj [k] = 0 (or both).

We call Gi[k] and Gj [k] the handoff attenuations due to the
use of the weaker signal during the assignment of the MS to
BSi and BSj , respectively. Fig. 1 illustrates signals Gi[k] and
Gj [k] driven by the relative processed signal strength, X[k],
and a handoff algorithm with hysteresis levels hi = hj =
5 dB. From the plots of Gi[k] and Gj [k], we observe that
the handoff algorithm forces the MS and the base stations
to transmit more power than necessary to ensure a certain
reception threshold.

In Fig. 1, the handoff attenuation Gi[k] is non-zero during
the assignment to BSi within the intervals (k1, k2), (k9, k10),
etc., while Gj [k] is non-zero during the assignment to BSj ,
within the intervals (k3, k4), (k5, k6), and (k7, k8). The overall
attenuation is given by G[k] = Gi[k] + Gj [k], which can
be interpreted as the difference between the received signal
strength from the current base station and the highest among
the received signal strengths from the candidate base stations,
i.e., BSi and BSj .

The overall handoff attenuation can be interpreted in terms
of power requirements at the MS and at the BS. We assume
that the pilot signal strength transmitted by each BS maintains
a constant power. However, the BS that is currently assigned
to the MS adjusts its data transmission power (not the pi-
lot signal) appropriately to maintain communications on the
forward link. Similarly, the MS adjusts its data transmission
power to maintain the reverse link. We assume that such power
control is handled by the system and our handoff analysis is
independent of the particular power control scheme that is
used, since handoff depends only on the pilot signals, which
are kept at constant power. If the MS were assigned to the best
candidate base station (i.e., other than the base station to which

it is currently assigned), −G[k] dB less data transmission
signal strength would be necessary on both the forward and
reverse links. However, at time k, the MS remains assigned
to the current base station due to the hysteresis of the handoff
algorithm. This implies that the MS has to use −G[k] dB
more data transmission power than if it were assigned to the
best candidate base station at time k, which results in more
interference introduced into the system, due to the handoff
algorithm. This motivates the concept of handoff interference
(HI), to quantify this additional interference caused by the
handoff algorithm. By choosing the handoff parameters ap-
propriately, the handoff interference can be controlled, thus
improving the system design.

We define the handoff interference (HI) by

U [k] � Ui[k] + Uj [k],

where Ui[k] = −Gi[k] and Uj [k] = −Gj [k]; hence, U [k] =
−G[k]. Ideally, the handoff and power control strategies
should be designed to keep the handoff interference as small
as possible subject to a constraint on the signaling load due to
handoffs. Alternatively, the signaling load could be minimized
subject to a constraint on the handoff interference.

We denote the mean handoff interference at time k by
U [k] � E{U [k]}. For a given trajectory, we define the
handoff margin (HM) as the maximum value of the mean
handoff interference experienced by the MS over the trajec-
tory: Û � max1≤k≤K

{
U [k]

}
, where K is the number of

handoff decision instants along the trajectory of interest. We
define the maximum interference point (MIP) as the point on
the trajectory at which the handoff margin is achieved. The
MIP can be viewed as a cell boundary indicator similar to
the crossover point as defined in [9]. However, the MIP can
be determined for any trajectory while the crossover point
is defined only for the straight-line trajectory connecting two
neighboring base stations.

Handoff interference and the derived HM and MIP metrics
serve as performance measures for the handoff algorithm and
can be used to dimension the handoff parameters to achieve the
desired system performance tradeoffs. Handoff interference
analysis can be extended to the multiple cell/user scenario by
summing the contributions of the handoff interference from
each MS in the network to the overall signal-to-interference
plus noise ratio (SINR). In this way, handoff behavior taking
into account the movement of mobile stations over multiple
cells (cf. [20], [21]) could be incorporated directly into the
evaluation of overall system capacity. We note that in [14],
the system capacity for a CDMA network is evaluated without
considering the mobility of the MS. A full treatment of
system capacity analysis incorporating mobility via handoff
interference analysis is beyond the scope of the present paper.

B. Evaluation of Handoff Interference

We now present a recursive procedure to compute the mean
handoff interference, making use of the bivariate functions gk,
defined in Section II. The expected value of the handoff inter-
ference, U i[k] at time k, corresponding to the communication
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Fig. 1. Illustration of the handoff interference.

link with BSi can be determined as follows:

U i[k] =
∫∫

RI

φ(xk−1, xk) · fk−1,k(xk−1, xk)dx[k\2]

+
∫∫

IH

φ(xk−1, xk) · fk−1,k(xk−1, xk)dx[k\2]

+
∫∫

HH

φ(xk−1, xk) · gk(xk−1, xk)dx[k\2],

where5

φ(xk−1, xk) � [2dav(bxk−1 − xk)]−, k ≥ 2,

with the initial conditions U i[0] = 0 and

U i[1] =
∫∫

RH

φ(x0, x1) · f0,1(x0, x1)dx[1\2]

+
∫∫

IH

φ(x0, x1) · f0,1(x0, x1)dx[1\2].

The mean HI, U j [k], corresponding to BSj can be calculated
similarly.

IV. OUTAGE ANALYSIS

A. Outage Events

An outage event can occur while the MS is assigned either
to BSi or BSj . Let Li[k] and Lj [k] denote the events when

5The bivariate function φ(xk−1, xk) is related to Y [k] by φ(X[k −
1], X[k]) = 2dav[bX[k − 1] − X[k]]− = 2[Y [k]]−. Based on (12), the
relationship between φ(X[k − 1], X[k]) and Gi[k] can be seen. A similar
relationship holds between φ(X[k − 1], X[k]) and Gj [k].

the levels of the received signal strengths Yi[k] and Yj [k],
respectively, fall below a certain threshold T , where T is called
the minimum received signal strength (MRSS), a quality-of-
service (QoS) parameter defined by the network provider:

Li[k] � {Yi[k] < T} and Lj [k] � {Yj [k] < T}. (13)

The outage event at time k is defined by

Q[k] � (Ei[k] ∩ Li[k]) � (Ej [k] ∩ Lj [k]) = Qi[k] � Qj [k],
(14)

where

Qi[k] � Ei[k] ∩ Li[k] and Qj [k] � Ej [k] ∩ Lj [k].

Here, Qi[k] denotes the outage event at time k when the MS
is assigned to cell i. Similarly, Qj [k] denotes the outage event
at time k when the MS is assigned to cell j.

The outage events Qi[k] and Qj [k], for k ≥ 1, can be
expressed as follows:

Qi[k] = {X[k\k+1] ∈ I0H
k ∩ Li[k]}

�
k⊔

r=1

{X[k\r] ∈ IHr−1 ∩ Li[k]}, (15)

Qj [k] = {X[k\k+1] ∈ J0H
k ∩ Lj [k]}

�
k⊔

r=1

{X[k\r] ∈ JHr−1 ∩ Lj [k]}. (16)
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For convenience, we introduce the notation

ok(S, Li) � Pr{X[k\|S|] ∈ S ∩ Li[k]},
where S is a string of symbols on the assignment alphabet A
with length denoted by |S|. We define the outage probabilities
in cells i and j by

Oi[k] � Pr{Qi[k]} and Oj [k] � Pr{Qj [k]},
respectively. Since the events on the right-hand sides of (15)
and (16) are mutually exclusive, the outage probabilities in
cells i and j, and the overall outage probability can be
expressed as follows.

Proposition 1: The overall outage probability is given by
O[k] = Oi[k] + Oj [k], where

Oi[k] = ok(I0H
k, Li) +

k∑
r=1

ok(IHr−1, Li), (17)

Oj [k] = ok(J0H
k, Lj) +

k∑
r=1

ok(JHr−1, Lj). (18)

B. Evaluation of Outage Probability

The probability Oi[k] can be expressed in terms of the
functions gk as follows6:

Oi[k] = ok(I, Li)

+
∫∫∫

DiIH

fk(xk−1, xk)fi,k(yi|xk−1, xk)dx[k\2]dyi

+
∫∫∫

DiH2
gk(xk−1, xk)fi,k(yi|xk−1, xk)dx[k\2]dyi,

(19)

for k ≥ 2, with the initial condition Oi[1] = o1(I0H,Li) +
o1(I, Li), where Di = (−∞, T ). The probability ok(I, Li) is
given by

ok(I, Li) =
∫∫∫

DiRI

fk(xk−1, xk)fi,k(yi|xk−1, xk)dx[k\2]dyi,

for k ≥ 1, where R � (−∞,∞), and fi,k(yi|xk−1, xk) is
the conditional density of Yi[k] given X[k] and X[k− 1]. An
expression for this density function is given in Appendix C.
The probability Oj [k], can be expressed similarly as in the
above equation by replacing i, I , and Di with j, J , and Dj ,
respectively.

V. TRAJECTORY CHARACTERIZATION FOR HANDOFF

PERFORMANCE

In this section, we develop a characterization of handoff
performance over arbitrary mobile trajectories in a cellular
network having a regular hexagonal cell pattern. Our approach
can be extended to networks with other types of regular cell
structure. Fig. 2 illustrates an example of a mobile trajectory
inside a wireless network covered by hexagonal cells. In the
hard handoff scheme, at a given location, only the two base
stations closest to the mobile station are involved in the cell
assignment process. The two base stations define a rhombus
in which the major diagonal is a line segment joining the

6The equivalence between (19) and (17) is shown in Appendix B.

r0

r2

BS1

BS2 BS3
r3

r4 r5

r6

BS0 BS4

BS5

r1

Fig. 2. A mobile trajectory in a cellular network.

r0

r5 r5

r2

r6
r1

r2
r4r3

Fig. 3. Reduced geometric structure.

two base stations. We refer to this rhombus as a minimum
geometric structure (MGS).

For the purposes of modeling and analyzing hard handoff
performance, an arbitrary trajectory can be mapped into a
single instance of an MGS. In order to accomplish this, we
first introduce the concept of a reduced geometric structure
(RGS). As shown in Fig. 3, an RGS is a star-shaped object
consisting of a hexagonal cell at the center and six triangular
regions subtending the edges of the hexagon. The mapping of
the cellular network into a single MGS is performed in two
steps:

1) Translation of all path segments into a single reduced
geometric structure (RGS);

2) Rotation of all path segments within the RGS into a
single MGS.

In the hexagonal cellular network, the RGS has the shape of a
star, with a base station at the center and six neighboring base
stations situated at the vertices of the star. The RGS may be
viewed as consisting of six MGS’s, one corresponding to each
of the vertices.

The mapping of a mobile trajectory in a cellular network
into an RGS is illustrated in Figs. 2 and 3. In Fig. 2, base
station BS1 lies at the center of an RGS, that is chosen as
the base RGS. The mobile trajectory begins at location r0

in the RGS centered at BS1 and enters the RGS centered at
BS3, at location r2. Since the path segment r0r2 lies entirely
within the base RGS, no translation is required. The path
segment r2r5 lies within the RGS centered at BS3 and must
be translated to the base RGS. This is done by translating
the RGS centered at BS3 to the RGS centered at BS1. Fig. 3
shows the segments of the original trajectory that have been
translated to the base RGS. For example, the path segment
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Fig. 5. Straight-line approximation trajectories within a minimum geometric
structure.

r2r5, originally lying within the RGS centered at BS3 in
Fig. 2 has been translated to its corresponding position within
the base RGS in Fig. 3. Similarly, the path segment r5r6,
originally lying within the RGS centered at BS4, has been
translated to its corresponding position in the base RGS in
Fig. 3. Thus, Fig. 3 shows a representation of the original
mobile trajectory in the cellular network that has been mapped
to a single base RGS via translation.

The trajectory segments shown in the base RGS of Fig. 3
can be further mapped into an MGS via rotations. The RGS
in Fig. 3 consists of six rhombi corresponding to the vertices
of the RGS. We choose the rhombus corresponding to the
leftmost vertex of the RGS to serve as the base MGS. The
remaining five MGS’s are each rotated in turn to coincide
with the base MGS. Within an MGS, a trajectory that passes
from one boundary to another can be approximated by a
line segment. As shown in Fig. 5, the segment r1r2 can
be characterized uniquely by the crossing point located at
the distance dc from O0 and the angle α, which it forms
with (O0O2). A set of line segments within the MGS can
be generated by the parameter pair (dc, α) over the range
F = (0, dmax) × (0, π) using a particular step pair (δdc

, δα).
The overall handoff performance within a cellular network
can be characterized in terms of the mean number of handoffs
along each segment in the set of generated line segments.

VI. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we first present numerical results to validate
the accuracy of our analytical technique for handoff inter-
ference. We then evaluate the outage probability and discuss

200 400 600 800 1000 1200 1400 1600 1800 2000
0

0.5

1

1.5

2

2.5

kd
s
 [m]

Handoff interference for h=3

U
[k

]

Simulation
Analysis

Fig. 6. Handoff interference along trajectory Tr1 for h = 3.

the solution of a handoff design problem using the previous
results. We set the main system parameters as follows: D =
2000 m, κ1 = 0 dB, κ2 = 30 dB, σWi

= 6 dB, do = 20 m,
ds = 1 m. The averaging parameter dav is set to 10 m.
The minimum received signal strength (MRSS) is set to be
−96 dB, as in [22].

A. Handoff Interference and Number of Handoffs

In this subsection, we evaluate the handoff interference
(HI) related metrics (e.g., mean HI, HM, and MIP) and the
mean number of handoffs along the straight-line trajectory
between two base stations, Tr1, within the minimum geometric
structure of Fig. 5. The trajectory Tr1 is characterized by
the pair (d1, α1) = (0, 0). Fig. 6 shows the analysis of the
mean handoff interference for h = 3 dB, evaluated along
the trajectory Tr1. The analytical curve is validated using
computer simulation over 10, 000 sample path iterations. The
simulation results are shown in Fig. 6 along with 95% confi-
dence intervals. We observe that the mean handoff interference
is initially zero near BSi and it increases to a maximum
of about 2.1 dB, and then decreases to zero while the MS
approaches the new base station, BSj . The maximum value
of 2.1 dB represents the handoff margin, which occurs at
approximately 1, 010 m from the original base station. Thus,
the maximum interference point for this trajectory is 1, 010 m.

In Fig. 7, the curve marked with triangles represents the
handoff margin Û versus the hysteresis level h for the tra-
jectory Tr1. On the same graph, we plot the mean number
of handoffs. The mean number of handoffs decreases from
14 to 1 while the handoff margin increases from 1.2 dB to
5.4 dB. Thus, to reduce the mean number of handoffs from
14 to 1, the transmit power at the MS and base stations must
be increased by about 4.2 dB or equivalently, a factor of 2.63.
The optimum hysteresis value for a given trajectory should be
determined based on a cost function that trades off the handoff
margin against the mean number of handoffs.

In Fig. 8, we compare the crossover point (COP) with the
maximum interference point for trajectory Tr1. For h = 0 dB,
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the MIP is exactly 1000 m, i.e., at the midpoint of the
trajectory, while the COP is slightly larger at 1, 010 m. The
two curves cross at h = 6 dB. Note that the MIP curve
follows the same trend as the COP curve. On the other
hand, the definition of COP makes sense only in the case
of trajectory Tr1, whereas every trajectory has a well-defined
MIP.

The mean number of handoffs for a cellular network with
hexagonal structure can be characterized as a surface over the
set F of straight-line trajectories in the minimum geometric
structure discussed in Section V. Fig. 9 shows the mean
handoff interference obtained over the set of straight-line
trajectories within a minimum geometric structure when the
hysteresis parameter h is set to 1 dB. The set F of line
segments was generated using (δdc

, δα) =
(
100, π

18

)
. In Fig. 9,

one observes that the handoff margin surface is flat at the
value of 2.2 dB for all segments intersecting the perpendicular
trajectory, Tr2, represented by the pair (d2, α2) = (1000, π/2).
In particular, for all segments characterized by the distance
crossing dc = 1, 000 m, the handoff margin reaches the
maximum value of the surface.

Fig. 10 shows the mean number of handoffs over the same
set of straight-line trajectories as in Fig. 9 and the hysteresis
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parameter h = 1 dB. One observes that the mean number of
handoffs achieves a maximum when dc = 1, 000 m and α =
π/2, which corresponds to the trajectory Tr2 along the cell
boundary between BSi and BSj . For this particular trajectory,
the mean number of handoffs is about 12 when h = 1 dB. As
h is increased, the entire surface becomes lower, though not
in a uniform manner.

B. Outage Probability

We now evaluate the outage probability and then discuss
a specific design example. In Fig. 11, we observe that the
analytical outage probability curves increase as the hysteresis
level h increases, which are verified by simulations with
10,000 iterations and 95% confidence intervals. The results are
intuitive, because the larger the hysteresis level, the larger the
handoff delay and the more likely an outage event occurs. We
also observe that along a given trajectory between the two base
stations BSi and BSj , the outage probability first increases
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until around the midpoint between the two base stations and
then decreases from this midpoint. This is because the outage
event happens more frequently around the midpoint between
the two base stations, where the received signal strength is
smaller.

C. Handoff Design Example

In the design and dimensioning of a cellular network,
various optimization problems can be formulated with respect
to the handoff performance metrics. For example, one may
seek to determine the hysteresis level h such that the outage
probability satisfies a certain QoS requirement.

The following optimization problem incorporates handoff
interference, outage probability, and mean number of handoffs
into the optimal design of handoff parameters over a given
mobile trajectory.

minimize HC = HM + St

subject to:

{
N ho(h) ≤ N 0, Ok(h, St) ≤ O0,
Smin ≤ St ≤ Smax, h ≥ 0,

where HC denotes the handoff cost, HM is handoff margin,
St is the transmitted pilot signal strength, N ho(h) is the mean
number of handoffs, Ok(h, St) is the average outage proba-
bility over the given trajectory, O0 is a predefined threshold
on the outage probability, N 0 is a predefined threshold on the
mean number of handoffs, Smin and Smax specify a predefined
range of values for St. It is worthwhile to note that in the
above constraints, Ok is a function of both h and St, while N ho

and HM are independent of St, since the handoff algorithm
operates on the basis of the relative processed signal strength
between two candidate base stations.

To solve the above optimization problem, we first determine
the smallest value of h such that N ho ≤ N 0. From the result of
Fig. 7, i.e., the smaller the h, the smaller the HM, we see that
such a value of h will minimize HM. Then, we adjust the value
of St to get the smallest value of St such that Ok(h, St) ≤ O0.
Hence, the optimal values of h and St are obtained using two

TABLE I

RESULTS FOR THE OPTIMAL VALUES h∗ AND S∗
t

N0 O0 h∗ S∗
t Nho(h

∗) Ok(h∗, S∗
t ) HC (dB)

8 0.05 2.5 -0.5 7.5 0.0493 1.91

5 0.05 5 0.5 4.6 0.0494 3.25

3 0.05 7.5 1 2.9 0.047 4.62

simple one-dimensional (1-D) searches for h and St such that

⎧⎨
⎩

h∗ = min{h : N ho(h) ≤ N 0},
S∗

t = min{St : Ok(h∗, St) ≤ O0},
Smin ≤ S∗

t ≤ Smax, h∗ ≥ 0.
(20)

As a numerical example, we take the same system configura-
tion as in the previous part of this section and optimize over
the trajectory Tr1. The optimal values of h and St for different
values of N 0 and O0 are shown in Table I.

VII. CONCLUSION

We introduced a new performance measure to character-
ize handoff behavior called handoff interference. The hand-
off interference can be used as a metric for dimensioning
the parameters of the handoff algorithm and to perform a
comprehensive analysis of system capacity incorporating the
mobility of the mobile station in multiple cell, multiple user
scenarios. For a given set of user mobility patterns, the overall
interference due to handoff in a multiple cell/user scenario can
be evaluated by adding the handoff interference contributions
from all mobile stations over time. We defined the handoff
margin as the maximum of the mean handoff interference
experienced by a mobile station along a given trajectory. The
handoff parameters can be dimensioned to optimize hand-
off performance via a suitable tradeoff between the handoff
margin and the mean number of handoffs. We defined the
maximum interference point along a trajectory at which the
handoff margin is achieved and showed that it generalizes
the concept of crossover point, which was defined in earlier
work as a measure of handoff delay for the special case of the
straight-line trajectory connecting two base stations.

We presented exact recursive procedures to efficiently and
accurately evaluate the handoff interference and the outage
probability along a given trajectory for a class of hard hand-
off algorithms based on the relative processed pilot signal
strength. We also described a methodology for characterizing a
large class of trajectories in a cellular network with hexagonal
cell structure. We showed that handoff performance could
be characterized in terms of surfaces of mean number of
handoffs and handoff margin over a set of straight-line approx-
imation trajectories within a minimum geometric structure.
These surfaces provide a convenient means of visualizing and
computing the overall signaling load due to handoffs in the
network. Finally, we discussed an example handoff design
problem, which illustrates how to determine an optimal set
of handoff parameters using results from our analysis.
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APPENDIX

A. Notation for integrals

We introduce the following compact notation for a multidi-
mensional integral over the intervals Ak−n+1, . . ., Ak, of the
real line (k ≥ n − 1):∫

Ak−n+1...Ak

g(xk−n+1, ..., xk)dx[k\n] �∫
Ak−n+1

. . .

∫
Ak

g(xk−n+1, . . . , xk)dxk . . . dxk−n+1.

Let S = A1...An be a string of symbols, each of which
represents an interval of the real line. Then, the proba-
bility pk(S) defined in (9) can be expressed as pk(S) =∫

S
fk(xk−n+1, ..., xk)dx[k\n].

B. Derivation of (19):

We derive (19) as follows:

Oi[k] = ok(I, Li) + ok(IH,Li) +
∫

DiIH2
fk−1(xk−2, xk−1)

· fk(xk|xk−2, xk−1) · fi,k(yi|xk−1, xk)dx[k\3]dyi

+
∫

DiH3
gk−1(xk−2, xk−1)fk(xk|xk−2, xk−1)

· fi,k(yi|xk−1, xk)dx[k\3]dyi

= ok(I, Li) + ok(IH,Li) + ok(IH2, Li)

+
∫

DiIH3
fk−2(xk−3, xk−2)fk−1(xk−1|xk−3, xk−2)

· fk(xk|xk−2, xk−1)fi,k(yi|xk−1, xk)dx[k\4]dyi

+
∫

DiH4
gk−2(xk−3, xk−2)fk−1(xk−1|xk−3, xk−2)

· fk(xk|xk−2, xk−1)fi,k(yi|xk−1, xk)dx[k\4]dyi = · · ·
= ok(I, Li) + ok(IH,Li) + ok(IH2, Li) + · · ·
+ ok(IHk−1, Li) +

∫
DiHk

g2(x1, x2)f3(x3|x1, x2) · · ·
· · · fk(xk|xk−2, xk−1)fi,k(yi|xk−1, xk)dx[k\k]dyi

=
k∑

r=1

ok(IHr−1, Li) + ok(I0H
k, Li).

Note that the above derivation uses the second-order Markov
property of the process {X[k]}.

C. Derivation of fi,k(yi|xk−1, xk)
Let Y [k] � Yi[k] − Yj [k]. From (5), we obtain

Y [k] = dav(X[k] − bX[k − 1]).

The conditional CDF is

FYi
(y|xk−1, xk) = Pr{Yi[k] ≤ y|X[k−1]= xk−1,X[k]= xk}

= Pr{Yj [k] ≤ y − dav(xk − bxk−1)}
= FYj

(y + dav(bxk−1 − xk)).

Taking the first derivative on both sides of the last equation,
we obtain

fYi
(y|xk−1, xk) = fYj

(y + dav(bxk−1 − xk))

=
1√

2πσYj

exp

{
− [y + dav(bxk−1 − xk) − mYj

]2

2σ2
Yj

}
,

where mYj
and σYj

are the mean and standard deviation of
Yj [k], respectively.
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